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Is Your Model Bad… or Just 
Hacked?

or simply..



Key Takeaways

• AI Security is important

• Pay attention to the supply chain

• Integrate security with AI



• AI is a class of algorithms 
that we use to extract 
actionable information from 
data

• AI is not new, and the hype 
is real

• In this talk, AI == ML

What is an AI System?



When AI Goes Wrong

https://medium.com/self-driving-cars/adversarial-traffic-signs-fd16b7171906



Why AI Security Matters

Financial Loss

Operational Chaos

Reputational Damage

Cybersecurity Breaches

https://www.group-ib.com/blog/deepfake-fraud/

https://blog.centretechnologies.com/rising-ai-and-cyber-attacks-debilitating-hospitals-and-ers

https://www.group-ib.com/blog/deepfake-fraud/
https://blog.centretechnologies.com/rising-ai-and-cyber-attacks-debilitating-hospitals-and-ers


Why Security Matters for AI

1. Security as a Catalyst, Not a Hindrance

• Myth: Security slows down innovation

• Reality: When integrated early, security enables faster, 
safer AI deployment

2. Synergy between AI and Security

• Unlock business transformation, builds trust

3. Mitigates risks

Secure AI = Trustworthy AI



AI System

data prediction



Data

• Training/Testing sets

• Deployed Environment Data

Model

• Algorithms

• Parameters

Parts of an AI System we can exploit



Types of Adversarial Attacks

Attack Type Goal of the attack

Poisoning Corrupt training data to manipulate model behavior

Evasion
Modify input data during inference to bypass model 

detection

Extraction Steal model architecture, parameters, or logic

Inference Extract sensitive attributes from training data



Data

• Training/Testing sets

• Deployed Environment Data

Model

• Algorithms

• Parameters

Parts of an AI System we can exploit

inject malicious data during 

training to corrupt the model

data poisoning

attack



Poisoning Attack

No poisoning Poisoned

Goal: Inject malicious data into 
the training set to compromise 
model’s behaviors

When:

Training phase

Impact

• Model bias

• Unreliable outputs

• Safety, integrity and privacy 
risk

Training data



Mitigating Poisoning Attacks

Mitigation Measures

• Data sanitization

• Robust training

• Validation process to 

detect and eliminate 
malicious inputs

https://spectrum.ieee.org/in-2016-microsofts-racist-chatbot-revealed-the-dangers-of-online-conversation



Data

• Training/Testing sets

• Deployed Environment Data

Model

• Algorithms

• Parameters

Parts of an AI System we can exploit

evasion attack
manipulate input data during 

inference to bypass the deployed 

model



Evasion Attack

Goal: Subtly alter inputs to 
mislead AI models during 
inference

When:

Inference phase

Impact

• Unauthorized access

• Data breaches

• Fraud

• Other security incidents



Mitigating Evasion Attacks

Mitigation Measures

• Model regularization

• Adversarial training

• Input validation

• Sensitivity analysis

Forbes 2019



Data

• Training/Testing sets

• Deployed Environment Data

Model

• Algorithms

• Parameters

Parts of an AI System we can exploit

extraction/

model theft
create a surrogate of a model by 

stealing the model’s parameters and 

replicate functionality



Extraction Attack/Model Theft

Queries the 

target model

Returns 

predictions
Train surrogate 

model

Match functionality

1

2 3

4

Goal: Illicitly appropriate a 
trained model, replicating its 
functionality

When:

Inference phase

Impact

• Intellectual property theft

• Safety, integrity and 
privacy risk



Mitigating Extraction Attacks

Mitigation Measures

• Rate limit attackers

• Minimize returned 
information

• Monitor for repeated 
identical queries

https://www.newsweek.com/openai-warns-deepseek-distilled-ai-models-reports-2022802



Data

• Training/Testing sets

• Deployed Environment Data

Model

• Algorithms

• Parameters

Parts of an AI System we can exploit

inference attack

infer sensitive data attributes by 

exploiting algorithms and analyzing 

parameter patterns



Inference/Privacy Attack

Goal: Deduce sensitive 
information from an AI model

When:

Inference phase

Impact

• Violation of privacy

• Competitive disadvantage

• Safety and integrity risk



Mitigating Inference Attacks

Mitigation Measures

• Regularization techniques

• Encrypt training data

• Limit granularity of output 
predictions

• Differential privacy

https://www.nature.com/articles/s41598-024-81170-y



Types of Adversarial Attacks

Attack Type
AI system parts 

exploited
Goal of the attack Impact

Poisoning Training/testing sets

Corrupt training data to 

manipulate model behavior or 

create backdoors

Degraded model performance, 

biased decisions, malicious 

functionality

Evasion
Deployed environment 

inputs

Modify input data during inference 

to bypass model detection

Misclassification (e.g., malware 

evading detection)

Extraction
Algorithms

Parameters

Steal model architecture, 

parameters, or logic via queries

Loss of intellectual property, model 

replication, or adversarial cloning

Inference
Algorithms

Parameters

Extract sensitive attributes (e.g., 

membership, demographics) from 

training data

Privacy breaches (e.g., leaking 

personal data from training sets)



Which attack scares you the 
most?

Poisoning Evasion Model Theft Inference



Case Study: Impact of AI Adversarial Attacks 

https://futurism.com/the-byte/car-dealership-ai

What Happened

• Chatbot Manipulation

• Absurd Offer

• Viral impact

Risks & Damages

• Financial Risk

• Reputational Impact

• Legal and Compliance Issues

• Operational Vulnerability

Lessons Learned

• Enhanced Verification

• Clear Disclaimers

• Regular Monitoring

extraction/

evasion attacks

Dec 2023



Actionable Steps for the enterprise - I

1. Embed Security into the AI Lifecycle

2.  Strengthen Governance and Collaboration
• Build inclusive cross-functional teams (AI engineers + Security experts)

• Adopt frameworks – NIST AI RMF, MITRE ATLAS etc.

• Conduct AI security audits

Phase Security Measures

Data Collection Data lineage, data sanitization

Model Development Robust architectures, model provenance

Training Phase Adversarial testing, differential privacy

Deployment Runtime input validation, model watermarking

Monitoring & Maintenance Continuous adversarial testing, automated retraining



Actionable Steps for the enterprise - II

“Secure but enable”

3. Invest in Tools and Education

• IBM Adversarial Robustness Toolkit for attack simulations and 
Microsoft Counterfit

• AI security best practices (e.g., model encryption)

• Monitor supply chain risks via AI security vendors

4. Prepare for incidents

• AI incidence response plan

• Share threat intelligence via industry alliances (OWASP, MLSec.org)



OWASP Top 10 for LLMs

https://genai.owasp.org/resource/owasp-top-10-for-llm-applications-2025/



Key Takeaways

• AI Security is important

• Pay attention to the supply chain

• Integrate security with AI



Pravi Devineni, Ph.D.

AI Security & Governance

Lead AI Scientist, Duke Energy

Website: pravi.tech

Pravallika.Devineni@duke-energy.com

pravi.valli@gmail.com

Thank you!
Arches National Park

November 2022

LinkedIn
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